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Executive Summary

In our networked world the disclosure of personal information has long been a part of everyday life. People can't benefit from the digital services available without consenting to the use of personal details. However, the associated data protection policies are usually long and often remain unread because of their legal jargon, technical complexity and lack of time. As a result the content of such data protection terms and conditions “is more or less agreed to blindly. More and more requests for data protection consent also cause data owners to be overwhelmed by the need to make decisions, deadening them into a state of ‘rational ignorance’ and finally to a devaluation of the significance of providing consent. In real life the ideal data protection situation of ‘informed consent’ is a rarity.

Given the rising incidence of non-informed consent, uncertainty is growing on the part of consumers about how their personal data is actually handled. The situation also leads to asymmetries between what users know about themselves and what the data-processing services know. The trust that is placed in the industry using the data diminishes to the same extent. In view of the uncertainty on the part of consumers and the extended requirements of the EU’s General Data Protection Regulation, companies at the same time have an increased need to gain more legal certainty and increase customer confidence by clearly documented and informed declarations of consent. Informed consent remains an absolutely crucial tool for information autonomy and ultimately a prerequisite for the exercise of the fundamental right to self-determination in terms of individual data.

How can the requirements of this development be satisfied? What role is played by the technology which is applied? To what extent can those who are affected be given back sovereignty over their data by the use of ‘smart technology’, and how can an improved possibility for providing consent be created? To what extent will it be possible - by means of technical consent supports and consent platforms to strengthen and ensure rights to information, automation of the approval process - to ensure the clarity and intelligibility of the consent as well as the transparency of data processing purposes?

It would be a great opportunity if in future means of a user-friendly technical solution could avoid the frequent inflationary declarations of consent and could ensure more legal certainty at the same time. The principle of „Data protection through technology“ (Art. 25 of the General Data Protection Regulation - DSGVO) accordingly also stipulates technical solutions in order to ensure transparency and with regard to consent. There is a great deal in favour of solving several current problems in the field of data protection by so-called „Personal Information Management Services“ (PIMS) or „Privacy Enhancing Technology‘ (PET).

The idea behind such approaches is that it should be possible for users to decide when, to whom, for what purposes, to what extent and for how long they transmit their data, and track the use of this data and, if necessary, withdraw their consent to its use. This would not only meet the requirements for, informed consent’ but also open up the way to so-called ‘empowered consent’. So users could be put in a position to determine their own data protection preference settings. For business, especially for small and medium-sized companies, legal certainty would be created and costs for the necessary implementation of data protection regulations would simultaneously be reduced.
The controlled disclosure of personal information, coupled with the ability to update the data dynamically, would also increase the quality of the data (smart data).

Depending on what aspect or focal points the individual projects are concentrated on, the use of automated consent processes could also implement many requirements of the General Data Protection Regulation - for example informed consent (Article 4 para. 11.), the use of data for specific purposes, data minimisation (Art. 5 para. 1), the right to data portability in machine-readable format (Art. 20 para. 1) and the security of data processing.

In a project funded by the Federal Ministry of the Interior the non-profit Federal Association for Data Protection compared a number of different data consent projects. It also investigated the legal and economic conditions for the implementation of consent platforms. This study looks at possible ways of using technology to facilitate the legal validity of the consent process in terms of greater self-determination and user control. Proposals are developed on how the process of consent in data protection law and practice can be made more practicable and provided with technical support.

1 See also: "Stellungnahme zu rechtlichen Aspekten eines Einwilligungsassistenten" (Opinion on legal aspects of the consent assistant), Prof. Anne Riechert, Foundation for Data Protection, https://stiftungdatenschutz.org/themen/projekt-einwilligung-und-transparenz/

2 See also: Report „Ökonomische Rahmenbedingungen innovativer Lösungen zu Datenschutz-Einwilligungen“, Dr. Nicola Jentzsch, German Institute for Economic Research (DIW Berlin), https://stiftungdatenschutz.org/themen/projekt-einwilligung-und-transparenz/

3 See study: "Neue Wege bei der Einwilligung im Datenschutz - technische, rechtliche und ökonomische Herausforderungen (New approaches to consent in data protection - technical, legal and economic challenges) by the Federal Foundation (both of the above reports can also be found as an appendix to the study): https://stiftungdatenschutz.org/themen/projekt-einwilligung-und-transparenz/
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I. Challenges

1. Technical design of consent assistants

1.1 Product-specific challenges

To what extent will technical consent assistants and consent platforms ensure the strengthening of rights to information, the automation of the consent process, the clarity and intelligibility of the consent, and the transparency of data processing purposes? What solutions - both internationally and in Germany - already exist and where is further research needed?

Stiftung Datenschutz (the Foundation for Data Protection) has compared a number of very different projects. The evaluation of technical possibilities and solutions in the field of PIMS shows that many approaches could create the preconditions for the legal processing of the relevant data and enable access rights or rights to restrict the processing, erasure or digital oblivion of data without requiring repeated direct user interaction. In this way they would simplify the consent process.

The approaches were analysed from the point of view of how they create transparency through automated creation of an overview of the access rights of various applications; how they let the user decide individually in advance who should receive what data and for what purpose; how they enable users to take control by providing an overview of usage and how - in terms of self-protection of their data - they can motivate consumers to control their data by exercising their rights to information.

The examined projects show significant differences, both in terms of their technical approach and economic implementation. They also differ in terms of how extensive the effect of the application is. For example a specific approach may only have one focus (e.g. pure user education), or can combine several different purposes.

For some projects, such as PGuard or MyPermissions the main focus is on user education. In each case it is assumed that giving users an insight into the personal information stored on them will provide them with an incentive to be more careful with their data when surfing. A prerequisite for the use of such approaches is that users should already have a minimum sensitivity, or even a certain lack of trust towards the data-processing industry, and are interested in obtaining an insight into the use of data by third parties.

Other projects seek to enable more checks on the handling of personal data or to simplify data control. Projects like Citizenme and Datacoup aim to ensure that users at least receive monetary compensation for data which is skimmed off anyway. On the one hand, this could be regarded as a kind of resignation relating to increasing loss of control over the mass skimming off of personal data. On the other hand - taking a very pessimistic approach - the monetization of data transfer could in future prove to be the only remaining pragmatic possibility for the user to counter the uncontrolled trade in data.

4 See study “Neue Wege bei der Einwilligung im Datenschutz” (New approaches to consent in data protection - technical, legal and economic challenges): https://stiftungdatenschutz.org/themen/projekt-einwilligung-und-transparenz/
In terms of the recovery of data sovereignty, the approaches which give the most hope are those which
- using a single centralised data checkpoint at one location (‘one-stop-shop’) - present users with a sim-
ple and understandable way of managing their data and of changing their transfer preferences simulta-
neously with several service providers. In this way, ‘informed consent’ can be made technically possible
and ‘consent overwork’ can be counteracted.

In the specific technical considerations, approaches differ among other factors with regard to the locati-
on of the data (central / cloud-based / local). Where and how personal data is stored is crucial not only
for the evaluation of data protection safety but also with regard to other factors such as confidence in
a platform and the security of the data. The various approaches range between two extremes: on the
one hand, cloud-based solutions in which the data is stored on external servers and access to users is
ensured via client applications. On the other hand, there are purely local applications in which data is
stored locally with the user. Both of these methods have advantages and disadvantages: local data ma-
agement can affect the compatibility with other systems and counteract a high level of market distri-
bution. By contrast, cloud solutions can pose difficulties in terms of data security. For example, attacks
on central storage locations are easier and - because of the quantity of data available for stealing - more
attractive (‘honeypot’) than stealing data from individual users (e.g. by means of Trojans). Consumer
confidence in a decentralised system, in which the data remains within the sphere of the user, tends to
be greater than in a centralised system.

For the technical implementation, it is also important to consider how much influence users have on the
transfer of their data and whether dynamic adjustment options and thus comprehensive user controls,
are made possible to them by technical means. From a technical perspective it is crucial how the gradati-
on of customer preferences is configured, so that consumers can on the one hand clearly formulate their
intentions relating to the transfer of their data, and are not on the other hand overloaded by constantly
new requests relating to amended or extended usage purposes. In the medium term the latter in partic-
ular can lead to the desensitising of users with regard to the consent procedure.

For users who are neither technically nor legally educated it is also important to obtain a basic level of
understanding of the technical processes. This includes for example a clear data protection statement,
the use of symbols, explanatory graphics or the use of simple and coherent explanations of the way the
system functions.

Many of the examined approaches are still in the development, testing or implementation phase. It
remains to be seen in what way the technical solutions will prevail both on the provider side as well as
the user side, and how the technical methods can be adapted to the requirements of the EU’s General
Data Protection Regulation.
From the perspective of the Foundation for Data Protection a personal information management service must ideally meet the following criteria:

• A single centralised data checkpoint should enable users to manage their data at one location (‘one-stop-shop’), as well as to change their transfer preferences and delete shared data if necessary with multiple several service providers simultaneously.

• The product should ideally include the following three functions.

  1. Displaying transparency (automatically grouping the data processing operations desired by the data recipient in a standardised machine-readable declaration of consent);

  2. Conveyance of transparency (with the use of understandable standardised symbols and pictograms which convey the data protection declarations in a simplified way);

  3. Enabling an informed decision (instead of opt-in and opt-out options the decision should involve defining data protection preferences).

• The technical traceability of data use (‘sticky policies’) and an automated right to information should be guaranteed.

• It should include the ability to make the disclosure of personal data granularly based on customer preference, combined with the possibility for users to dynamically update the data and the relevant scope of authorisation themselves.

• The system must be simple, but designed in detail as required. The user may not be overwhelmed, but advanced users should have the ability to adjust their interests via ‘advanced settings’ in detail. The balance between different user interests must be ensured.

Finally, it must be noted that the application of automated approval processes and consent assistants is still in its infancy in Germany, although these subjects have already been dealt with intensively at a European level. In September 2016, in an official statement by the EDPS (European Data Protection Supervisor), the opportunities and challenges of PIMS were assessed and the specific justification of support for the development of such innovative approaches were highlighted to the Commission. The PIMS report of the European Commission published in November 2016 addressed the particular challenges of the implementation of PIMS platforms in detail.


1.2 General challenges

→ It must be clarified whether the consent assistant should be available only for certain segments (social networking, health information, finance, etc.) or whether universal assistants are possible for all aspects of data handling. What requirements must be met to achieve this?

→ To reach the greatest possible number of users, products must feature a user-friendly set of instructions, with pictograms and symbols to achieve a minimum level of clarity and intelligibility for the consent. For this purpose the need for the Europe-wide uniform standardisation of data protection instructions and icons is clear.

→ For factors such as confidence in the platform and security of the data, the location of the data (cloud or local) is crucial. On the one hand, local storage might affect compatibility with other systems. On the other hand, the cloud solution can bring problems of data security or user trust.

→ For the technical implementation it must be taken into account how much influence users have on the transfer of their data and whether dynamic adjustment possibilities and revocability are available. From a technical perspective it has to be investigated how the gradation of customer preferences is to be enabled.

→ Possibilities must be explored for delegating the consent process to other people or computers if the data provider is not able, in certain situations, to give legal consent (especially significant for patients in the health / e-health sector).

→ The need for a clear determination of the identity of the party using the data also requires a technical solution. In addition, what happens with company acquisitions? Are the obligations of the company passed on the purchaser? Is data blocked if the company making the acquisition does not comply with the negotiated framework?

→ For adaptive consent assistants it still has to be clarified how a change by the user is handled. Is the previous status (such as a default „no data to advertisers“) stored in a history, and where is this history stored (with all data holders or in an archive?), are changes implemented immediately, and is this technically possible at all? Real-time updates, especially with the amount of data records, could overwhelm the system. Where are data records temporarily cached for update in delayed updates?

→ Can and should data records and consents be processed by third parties (such as correcting errors in the database)? Or should only the user have the possibility of correction, with the risk that the data is not error-free. Who informs, where necessary, the user of possible errors and checks for data validity?

→ The core problem remains with how user confidence in the respective platform can be established with technical support. The use of solid cryptography can be a way (it may be necessary here to involve quantum cryptography research).
2. Legal challenges

2.1 What is required of the consent assistant?\(^7\)

The focus of the legal considerations is on technical concepts which aim to support users in automated form when performing their consent. The reason for this is that not only the principle of ‘data protection by the design of technology’ in accordance with Article 25 of the General Data Protection Regulation calls for the development of data protection compliant technical solutions, but Article 29 relating to data protection group also calls for the submission of technical means to comply with the legal framework for cookies\(^8\). It must be clarified, therefore, whether from May 2018 the PIMS approaches can comply with the legal requirements of the General Data Protection Regulation, what requirements need to be observed in the design of the relevant technology and whether the uniform legal framework is complied with in terms of the consent requirements. For this purpose, the conditions of consent in accordance with the General Data Protection Regulation have had to be interpreted in the light of current legal practice.

With regard to the approaches looked at by the Foundation for Data Protection, it must be considered that the further technical development of the systems, and in particular their planned concrete application, will have a significant impact on the question of the legal status of the consent assistant and the issues of responsibility and liability involved. Due to the present lack of detailed and published technical descriptions and functioning of individual concepts, in what follows only basic requirements of a consent assistant can be provided, and no final legal assessment of individual approaches can be made.

A clear confirmative action under Article 4 no. 11 GDPR is fulfilled by the consent assistant if it makes it possible in easily accessible and understandable language for a person to give consent to the use of personal data for different processing purposes, recipients or categories of recipients. The necessary granularity also needs to be taken into account. Location data must be examined separately, as the exact location has to be determined. If the person concerned in accordance with the provisions of Article 29 Data Protection Group can tick blank boxes with the desired processing purpose, a this would even mean that express consent has been provided. This would in turn correspond to the intention of the originally planned GDPR (draft dated 25.01.2012) as well as the specification of ‘privacy by the design of technology’ in accordance with Article 25 GDPR. The findings on P3P (Platform for Privacy Preferences Project) can also be considered in the implementation.

In terms of a data protection-friendly interpretation of the regulation, the purpose of the data processing should also be explicitly stated, which can be achieved by means of a consent assistant. The context must be interpreted in a limited and strict way. In this way dedicated processing within the meaning of Article 5, paragraph 1b) GDPR will then be achieved. In contrast blanket consents are not valid.

---

7 This section refers to the opinion on the legal aspects of consent assistants in the foundation study (Appendix 1) https://stiftungdatenschutz.org/themen/projekt-einwilligung-und-transparenz/
The opinion is also available at:https://stiftungdatenschutz.org/themen/projekt-einwilligung-und-transparenz/
8 Article 29 Data Protection Working Group, WP 171 Opinion 2/2010 on advertising based on behavioural targeting, adopted on 22 June 2010, p 27
It is therefore necessary for ‘expressions of interest’ to make a dynamic possibility of providing consent available. Some concepts could nevertheless be used in order to support research. According to GDPR Recital 33 the person concerned may give their consent for specific areas of scientific research, i.e. without a complete statement of purpose. This could (within the meaning of data recipients) also apply to recipients.

Automated translation of data protection instructions for a consent statement (for example, in the form of a list, whose empty fields must be activated by the user) must be subject to verification in each individual case. Difficulties might for instance arise if the data protection information references contract-related purposes and if a consent statement is generated from this on an automated basis according to user preferences. However, no consent is required for contractual purposes, only transparent information. If the consent assistant is used in future to assist in the conclusion of contracts, then civil law and data protection law must be separated. Under civil law, consensual statements of intent are required for the formation of a contract, and as essentialia negotii of a purchase contract this also includes the definition of the subject and the contracting parties. From a data protection perspective, data may be processed without consent if it is necessary for contractual purposes. Nevertheless, transparent information about the data processing (such as processing for contract-related purposes) must be provided. In designing the consent assistant care must be taken to ensure that this separation is clear to the user.

In addition, from a data protection perspective the consent always includes a right to revocation. With regard to the exercise of the right to revocation, for example, systems such as LETsmart offer users a self-management function, so that users can change, correct and delete their consent at any time. Thus, the requirements for a revocation in accordance with Article 7, paragraph 3 of the GDPR can be met at any time. Problems that could arise in connection with the right to data portability (Article 20 DGPR) would then be bypassed.

The accuracy of the data (Article 5, paragraph 1d) GDPR) may be ensured by the system if the consent assistant is able to prevent the type of data access in which the recipient, purpose and scope of the specific personal data do not match. The potential recipients have access to the records of users only on the condition that the right combination of legitimate recipients and processing purposes are present. In cases of deviations, the consent assistant must also be able, in dynamic form, to request/obtain the consent of the user.

As part of the design of the consent assistant the coupling prohibition and free consent by the relevant parties must be observed to a special degree. All the circumstances must be taken into account and whether the person actually can see in full for which marketing and / or scoring purposes the personal data is used. This self-determination can be difficult to determine in certain individual cases. But the more purposes are interrelated, or the more data recipients are involved, the more likely is the confusion for the person concerned. When using a consent assistant the impression must also not be created that as a result the data processing is complete - especially if, for example, additional processing is planned for a legitimate reason.

---

9 The legal requirements of such ‘dynamic consent’ must be examined separately.

10 Such as: ‘Consent Management for Federated Data Sources’ - concept by TU Berlin. For a description of the approach see the Foundation for Data Protection study (ibid), Section II. 2.

11 This does not affect the fact that with regard to the copying and storage of user data in their own system, recipients of the data remain subject to data protection requirements.

12 The legal requirements of such ‘dynamic consent’ must be examined separately.
The consent assistant should be able to automatically ensure that consent is not granted for an indefinite period, but that data access will automatically be prevented - either when the purpose of use no longer applies, or if after an appropriate time the user is asked if he/she wants to maintain his/her the consent. In this case, the restrictions on data storage (Article 5 paragraph 1e) GDPR) and data minimization are fulfilled (Article 5 paragraph 1c) GDPR), since the person concerned decides what data is processed in that access is subject to the declaration of consent together with the category of recipients. The person responsible for the data processing must provide the consent on an informed basis. He must provide the information prior to collection of the data and must be able to show proof of consent. In future, however, it must be determined whether in cases of electronic consent the requirements of the Telecommunications Act and Telemedia Act with respect to logging and constant accessibility will still apply. It should be noted that logging can be used as a form of evidence, but in terms of a European harmonisation other methods could also be considered. For the obligation to provide proof, codes of practice will in future determine conduct.

To support the transparent design of the choices (purpose, recipient, data) and in the interests of an informed and unequivocal expression of will, a consent assistant could also apply visual elements (Recital 58 GDPR). For complex data processing with different purposes or recipients, the representation could well be anything but transparent even if a consent assistant were used. Article 5 paragraph 1a) GDPR, however, requires that transparency should be ensured. Here it could be examined to what extent the so-called 'one-pager' would be useful as a transparent summary of the consent given. In this context, behavioural science findings as to the net effect of the design and structuring of data protection information on the consumer are highly relevant (as they are being examined for example by ConPolicy on behalf of the Federal Ministry of Justice and Consumer Protection).

In this context, it should be noted that the legal requirements of informed consent and consent platforms would be difficult to establish without the additional insights of economic behaviour. Providing transparent information is a necessary but not a sufficient condition for an accurate assessment of data protection risks - in this respect the emotions and cognitive abilities of the user are just as important, if not more important. In other words: the legal framework for informed consent can only be assessed and structured appropriately if the actual willingness of users to actively deal with the protection of their privacy is taken into account.

Finally, it must be noted that it is always crucial to ensure the future achievement of the aim of the General Data Protection Regulation of putting in place a uniform and high level of protection for natural persons by applying an equivalent level of protection for the rights and freedoms of natural persons with regard to the processing of their personal data in all member states. In this context, it is particularly useful to consider uniform codes of conduct or guidelines. In practical application a consent assistant with transparent design possibilities can contribute to the level of protection. Users have more control over their options, since data can be collected directly from them, with their active participation and can be limited in time. However, technical developments must constantly be critically examined against a background of 'automated decisions', the possibilities of profiling and a change of purpose.

---

13 On the 'one-pager' see the instructions of the Federal Ministry of Justice and Consumer
15 E.g.: Hermstrüwer, Y., " Informationelle Selbstgefährdung " (Informational self-endangerment), Tübingen 2016, p 236
2.2 Clarification requirements

- The developer should consider at an early stage whether a decentralised or centralised system is to be applied. In the case of centralised data storage with possible access by multiple recipients, IT security has to be considered above all, together with the question of who is responsible for the data and in what form additional user consent is necessary in this respect. In decentralised storage and where the user is responsible for the system and the software, this also poses the equivalent question of security and the responsibility of the manufacturer / developer.

- In connection with the prohibition on coupling it has to be asked how the consent assistant needs to be designed to ensure that the person involved is free to choose between different data, purposes and recipients, without disadvantages arising in the processing of individual elements in the case of non-consent. Consent should not be misleading in this context. The use of such assistants can be a support for the persons concerned if it clearly lists the data processing and the person involved can freely decide between the elements to be processed. When using a consent assistant the impression must also not be created that as a result the data processing is complete - especially if, for example, additional processing is planned for a legitimate reason.

- It must be determined whether in cases of electronic consent the requirements of the Telecommunications Act and Telemedia Act with respect to logging and constant accessibility will still apply. With regard to the obligation to provide proof, codes of practice will in future determine conduct. It should be noted that logging can be used as a form of evidence, but in terms of a European harmonisation other methods could also be considered.

- Blanket consent is not valid. However, developers could consider the possibility of a ’general expression of interest’. However, the implementation of a concrete provider can only be carried out ‘with information for the specific case’ if no data is to be received or disclosed, and instead users receive automated feedback from the system in individual cases, on the basis of which they can decide freely, and if they have (also) agreed to such a procedure previously.

- The information requirements should contain transparent information about the duration of the consent (Article 13 DSGVO). It must be examined by the developer to what extent it can be ensured that after a certain time the consent can be reviewed, or that the agreement is valid only on a one-off basis. It should also be checked by the developer whether users could be notified automatically after a certain time or on a regular basis about the consents they have provided, coupled with the provision of a simple revocation option.

- Although manufacturers are encouraged to develop data protection-compliant technology, but without specific legal responsibility it is unclear how a manufacturer providing a means of processing can be classified as a ’responsible party’ within the meaning of the regulation. This raises the question of security and responsibility on the part of the manufacturer / developer. The data protection authorities could also work towards declarations by the industry, that as manufacturers they will also act as data protection contact partners (see joint statement with the Association of the Automotive Industry). Moreover, on the basis of the draft ‚Regulation on Privacy and Electronic Communications’ dated 10.01.2017 it could be examined (in this case for software developers) to what extent a manufacturer can influence the means of data processing.
• It should be clarified to what extent the future installation of software under a consent assistant or its technological advancement can be classified as a separate online service, so that the recipient of the data becomes a provider and accordingly responsible for the consent assistant within the meaning of a service provider (such as an information society service or service with additional benefits). The legal classification of the service also largely depends on the planned functions and the purpose of use.

• In future the question may also be raised whether as such the consent assistant has not already fulfilled the conditions of Article 22 GDPR. For a consent assistant which makes automated decisions this means: either a contract has to be implemented in advance for the application of the consent assistant in itself between users and the responsible party to regulate the functions of the consent assistant. The automated decision-making would be necessary to fulfil the contract Or the explicit consent of the user would be required for the use of the consent assistant. Here again it is crucial to see if this is feasible on an informed basis and in full knowledge of the facts of a well-defined situation.

• Overall with the applicability of Article 22 GDPR the question remains open if such a regulation is to be interpreted to the effect that a person concerned has the right not to be subjected to a decision based exclusively on an automated process. If the user continues to have the opportunity to lay down specific requirements for the use of the consent assistant, the feature of exclusivity could be omitted here.

• Last but not least there is the question of whether PIMS can convey to consumers the necessary basic knowledge about the data processing, so that they can anticipate the consequences of data disclosure? One of the main tasks would involve the reduction of the complexity of the regulatory content of data protection statements, so that the actual decision-making information is perceived and the simplified representation format means that the information provided is not dismissed as unimportant.

---

16 The legal opinion of the study assumes that the consent assistant converts the provided consent in the interests of the granular requirements of the user. The system is not applied on a self-learning basis and therefore does not make its own decisions.

17 E.g.: Hermstrüwer, Y., “Informationelle Selbstgefährdung” (informational self-endangerment), Tübingen 2016, p 237

18 Ibid., P 312
3. Economic and consumer policy challenges

3.1 General economic conditions for innovative solutions to data protection consent

The main objective of the economic report was to develop a taxonomy that allows an overview of the protagonists in the ‘ecosystem’ of innovative consent management, as well as to analyse the market dynamics and supporting economic framework conditions. This should particularly include such projects whose main purpose or activity is self-determined consent management. The innovation provided by technical consent management also constitutes its added value. Therefore, in principle it is a matter of solutions which enable the accessing, use and transfer of personal data by or under the control of consumers (users).

In this case the ‘ecosystem’ includes not only governmental and standardisation initiatives but also research projects and both profit-oriented and socially-oriented companies. Overall, the British business consultancy Ctrl-Shift estimates internationally around 400 companies could be involved in 2014-2015.\(^{20}\)

Initially supplier-centric intermediation platforms can be identified with and without a direct customer relationship can be differentiated from user-centred intermediation platforms. The main difference is that in the latter case the user autonomously assumes the consent management. In many of the traditional intermediation forms (e.g. direct marketing, credit reports) users have no active role or have no direct relationship with the company which aggregates the data.

Within user-centred platforms there is a variety of business models; mostly, however, dealing with bilateral or multilateral platforms which bring together data providers (users) and data consumers (companies, app developers, researchers). Many of the PIMS offer several services, including consent assistants, overview functions, search functions, marketplace functions or preference information (so-called intent casting).

At the top level, the companies can be divided into hub models and distributed systems. Hub models store user data using cloud solutions (private / public), data centres, or hybrid solutions. Architecturally, data records can be stored centrally with the provider or decentralised (with the respective user). Distributed systems on the other hand store the data in block chain applications or modifications of these.

The revenue models also differ from company to company. While some platforms require transaction-based fees, other pursue subscription or licensing approaches.

\(^{19}\) This section presents the summary of the study by Dr. Nicola Jentzsch (German Institute for Economic Research (DIW Berlin) commissioned by the Foundation for Data Protection. The report can be found as an Appendix 2 of the Foundation study https://stiftungdatenschutz.org/themen/projekt-einwilligung-und-transparenz/
The opinion is also available at: https://stiftungdatenschutz.org/themen/projekt-einwilligung-und-transparenz/

In particular platforms are characterised by direct and in particular indirect network effects. Direct network effects arise on the same side of the market, especially if value is created by the use of the service by others. With PIMS this could be a secure data exchange with other PIMS users compared to the use of other technologies. Indirect network effects arise from influences across different parties, for example if more companies request data because users offer it and so the probability of a 'good data deal' for users is increased (so-called liquidity).

The platforms are in a challenging competitive environment. They have to attract at least two customer groups (data providers and requesters) simultaneously. Many of the platforms present themselves as 'ecosystems' which want to bring several user groups together. With the users, confidence thresholds need to be overcome and they must be prepared to participate actively in consent management. However, this can only be achieved through credible technical and documented end-to-end security.

PIMS must on the one hand compete with academic free offers (e.g. MyDataCan or OpenPDS). Secondly, they have to compete with traditional information intermediation in order to generate more data demand. Especially the big corporations can also enter the market for innovative consent management at any time.

In order to prevail on the market, PIMS must generate significant added value in data aggregation and at best represent real-time data. The database and data quality are key factors here, if the platforms are to prevail in information intermediation. A greater depth of data per user can be achieved, but the dynamics in the self-selection and in the information disclosure on the platform can cause the distortion of the information base.

Companies that wish to use PIMS on the one hand have to deal with complex reorganisation and standardisation processes arising from the new data management architectures, including potential data return initiatives (so-called share back). At the same time PIMS potentially enable the supply and just-in-time integration of real-time customer information in production processes. An automation of the consent process by machine-readable consent declarations also presents great potential for savings.

Overall, it can be said that a significant mass of people and businesses need to reorient their attitudes for these platforms to have long-term viability.

---

21 For a relevant example please see the treatment of personal clouds in Reed (2013: 15 ff.).

22 Although many of these solutions do not provide users with complete control over their data, they provide increased control options; Examples include Oracle Data Cloud Registry (BlueKai & Datalogix cookies), Google Dashboard and Take-out as well as Facebook’s 'App Settings'.
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3.2 Economic behavioural challenges in terms of the provision of consent

Consent is an expression of the intention of a consumer to disclose information in a contractual relationship. In many of today’s transactions the consumer is, however, not actively engaged with the consent. Many of the decisions relating to information disclosure - for example when making online purchases - can be characterised as a subconscious emotional decision and not as a deliberate and concrete cost-benefit calculation. In addition, the consumer is neither informed about the price for his data profile nor with the revenues third parties make with this data profile.\(^\text{23}\)

It will be one of the main challenges for PIMS to design decision-making architectures in such a way that the indicated consumer preferences for privacy (so-called stated preferences) converge more and more with the actions they actually take (so-called revealed preferences). It is therefore important to clarify what factors influence the decision to learn about data processing, and to make the provision of consent dependent on this information. In future legal policy proposals should be examined in terms of their practical suitability in the light of the empirical findings of behavioural research.

Consumers will only opt for a PIMS solution if the benefits exceed the work involved in its use. Its added value will however not be based solely on consent management. The reason is that it is very difficult to persuade users to invest time, cognitive effort and money in something that was previously ‘free’ or a kind of incidental function.

In future, the new platforms should allow users to align the privacy and trust settings of their applications with their preferences. There is therefore potential for improving the decision-making options in data processing, especially if the new providers include insights from behavioural economics in decision-making design.\(^\text{24}\) This includes effects like accepting the status quo, decision-making complexity and loss aversion, to name but a few factors that can seriously distort the consumer’s decision.\(^\text{25}\) The application of these and other findings from economic research will be essential in particular if market mechanisms are to be put into place.

3.3 Points requiring clarification

- Since the aggregation and evaluation of personal data can cause the same privacy concerns, platforms first have to gain the confidence of the user. This raises the question of an optimal mix of decision-making design and protocol and technical security.

- To gain acceptance in the market, a platform has to connect - as simultaneously as possible - users who provide the requested data, and the companies which request the data. The benefits for the customer groups depend indirectly on each other, which could generate a multi-sided startup problem.

\(^{23}\) It varies from market to market, whether data is handled in personalised form (with real names) or whether an aggregation of data subjects into micro-groups takes place.


\(^{25}\) Deviations from optimal behaviour (e.g. maximisation of the expected benefits) are referred to as ‘distortions’.
• Under certain circumstances conflicts of interest arise directly between users and companies requesting data. This happens when customers clearly define the intended purpose and prohibit certain data evaluations in which companies have a great interest. For example a customer could allow product personalisation, but prohibit the estimate of willingness to pay by the company on the basis of the data.

• It raises the question as to whether PIMS markets will be characterised by a high number of exclusive users or if users will operate so-called multi-homing, i.e. place data with multiple platforms.

• Standardisation is an important basis for the functioning of these new platforms and - as in the field of interoperability - the question of what standards should be applied is raised.  

• A direct sale during the monetisation of personal information would imply the question of what mechanism market participants (should) use in order to set a price for the personal data involved. This is particularly important for platforms which wish to attract users by a sales or marketplace function and / or aim to generate revenues from transaction fees.

• Unravelling - data disclosure due to the self-interest of the data subjects - can cover everyone as a result of the privacy externalities which are generated. While consumers with a good track record (sporting activities, creditworthiness etc.) have incentives to disclose information, consumers who don't not actively want to divulge their data arouse negative expectations on the part of companies. The unravelling process raises ethical and normative questions of distribution and fairness which can only be answered by a broad political and social debate.

II. Recommendations for action

1. Policy and practice

The German regulatory authorities should already at this stage be sensitised to the issue of the ‘automated consent process and consent assistant’, and enter into a cross-sectoral, international discourse and start promoting the development of codes of conduct and formulate clear requirements with regard to the design of a declaration of consent. The formulation of a negative catalogue can also be recommended here.

The European Data Protection Committee should, due to the different interpretations in the past by the member states and supervisory authorities, in future formulate guidelines regarding consent criteria in order to ensure uniform application of the General Data Protection Regulation. Even if consent is subject to an obligation to prove consent and attended penalties, it should be ensured that identical criteria apply uniformly and Europe-wide.

26 The protocols for secure data exchange include e.g. the XDI protocol (s.Http://xdi.org/).
28 See also the Düsseldorf Circle, “Orientierungshilfe zur datenschutzrechtlichen Einwilligungserklärung in Formularen” (guide to data protection consent forms) March 2016.
Guidelines should be established as to what extent antitrust laws or trademark laws are be used as an aid to interpretation. In direct advertising there could be an overlap with competition law in the context of data processing. According to data protection law the person concerned must be reasonably entitled to expect privacy in relation to the processing activity or purpose, but the privacy regulation also relates to consent ‘in a context’. But it is questionable whether this is always to be understood as synonymous with ‘similar services’ in a Europe-wide comparison, which could not be examined further in this study.

In relation to the concept of the ‚responsible party’, it needs to be clarified with a guideline to what extent a manufacturer can - on the basis of the draft ‚Regulation on Privacy and Electronic Communications’ dated 10.01.2017 (in this case for software developers) - decide on means of data processing.

The development of uniform EU-wide rules of conduct within the named areas should be promoted, provided these can be worked out on the basis of processing activity in multiple member states.

The European Commission should

initiate, before the General Data Protection Regulation comes into effect, a review of the extent - in the context of translations by the member states - there is a uniform European-wide understanding of the interpretation of ‚explicit’, ‚specified’ and ‚provide with’ which could have an impact on the rights of those concerned. In the past, the term ‚explicit’ was translated differently by the member states with regard to purposes. 29

In the interests of full harmonisation and ensuring an equivalent level of data protection in the European Union as a whole, it should be checked at an early stage what interpretation of the wording of the GDPR by member states could affect these objectives and establish what approach is reasonably practicable. One indicator for this review could be the implementation of Directive 96/46/EC in each member state.

Germany’s policy-makers and legislators should examine

to what extent an extension of the product liability law could be applied with regard to ensuring the protection of privacy and whether over time a compensation table corresponding to injury through physical harm could be developed here.

The member states, the data protection authorities and the European Data Protection Committee should

encourage the adoption of data protection specific certification procedures and privacy seals. In the case of centralised data storage with possible access by multiple recipients, IT security has to be considered above all, together with the question of who is responsible for the data and in what form additional user consent is necessary in this respect. For such a central platform certification is recommended, because users are unable to understand all the technical conditions, the technical security and the procedure of data processing. In decentralised storage and where the user is responsible for the system and the software, this also poses the equivalent question of security and the responsibility of the manufacturer / developer. The data protection authorities could also work towards declarations by the industry, that as manufacturers they will also act as as data protection contact partners.

The developers

- should develop proposals for the translation of data protection policies in a machine-readable form. In any form of consent request they must also ensure that active user confirmation is required, e.g. by the use of empty boxes that the user actively has to tick. This will exclude implied consent. The findings relating to P3P (Platform for Privacy Preferences Project) should be considered in the implementation.

- With regard to the design of a consent assistant to be used in the context of a civil contract, care should be taken to ensure that users are not given the impression that they are providing their data protection consent for contract-related purposes. From a data protection point of view there is no need for consent for any purpose that is required to fulfil the contract. Nevertheless, the user must be informed about these purposes in a transparent way. Civil law and data protection law must be separated and this separation must be transparent.

- The suggestions of Article 29 Data Protection Group on the design of technical systems for consent to cookies should be included in the considerations and a check should be made on whether their concept could be extended accordingly - always with the proviso that with third-party cookies prior consent is required.

- Their concepts should be analysed to check whether a combination with existing services and features such as those offered, for example, by MyData or DigiMe might be possible and useful.

- It should be considered at an early stage whether a decentralised or centralised system is to be applied.

2. Economic conditions

- Drawing up of guidelines to clarify the language applied in consent forms in a machine-readable manner (among other purpose for secondary use of data).

- Promotion of the exchange via existing interoperability and portability standards, and support for semantic clarification of concepts.

- Promotion of the exchange of existing standardisation systems (incl. ISO standards), APIs and standardised agreements which are conducive to consent management.

- Piloting of projects which aim at technical implementation as well as legally compliant automation of consent declarations.

---

30 See Foundation on Data Protection study (ibid), Section II. 2.
3. Institutional funding

- Formation of a public-private partnership (hub) to exchange views on important legal, technical and standardisation-related conditions for the development of innovative consent systems modelled on Finland’s MyData initiative. Data protection authorities and independent research institutes should be explicitly included here.

- Connection of the above-mentioned hub with the resources of European research projects in this or related fields (e.g. IPACSO, FIDIS, GINI-SA).

- Development of a plan for the more efficient transfer of research results from economic research (especially empirical behavioural research) in the start-up scene or the above-mentioned hub.

- The organisation or promotion of an annual conference or workshop in Germany for protagonists from politics, industry and research.

- Development of a testbed that can be used by startups for experimenting with and testing beta versions of new services with users (laboratory).

4. Research activities

- In the promotion of research on consumer protection, greater focus should be placed on the relationship between data providers and data recipients. The application scenarios of privacy-friendly information technology solutions should be evaluated more intensively in terms of the interests and needs of companies receiving data. However, this demand should not just concentrate on technical security aspects, but must at the same time take into account the economic perspective, the practical applications and the willingness of companies to implement privacy-friendly approaches in their business models. A closer look at both perspectives will enable solutions for dealing with the issue of data protection in a way which not only promotes self-determination and adds benefits, but also increases social perception of the subject.

- Start-up funding or a targeted support programme for validating solutions in specific scenarios may constitute an appropriate instrument to involve potential users in the development process at an early stage and help to develop solutions which offer a concrete commercial opportunity.

- Funding of basic research in the field of end-to-end privacy management, in particular by promoting interdisciplinary research projects in the field of behavioural economics, privacy and choice architectures.

- Promotion of interdisciplinary research in the field of dissolution equilibria (unravelling) and the implementation of the principles and mechanisms of fairness in data markets.

- Financing of behavioural economic work in the field of active consent management and data monetization.
In particular actual user readiness to use the technical consent assistant must be examined. The consumer policy proposals for the design of decision-making situations relating to consent need to be examined on the basis of the findings of behavioural science on the effects of the design and structuring of choices in the online context. Such studies, which have been carried out for example by Con-Policy on behalf of the Federal Ministry of Justice and Consumer Protection with regard to ‘informed decisions’, are to be warmly welcomed, as they review a specific legal policy proposal for its practical suitability by means of valid empirical research.

The privacy impact assessment must already be included in the development phase of PIMS products. Business and science should develop generic privacy impact assessments for new technologies together. These can also represent a basis for the specific data protection impact assessments of the General Data Protection Regulation.

Since the potential users and therefore potential partners in the development process are unevenly distributed throughout various federal states, the promotion of information technology solutions at the federal and European level is urgently necessary.

5. Cross-sector activities

Data protection by means of the design of technology (Art. 25 GDPR) could not only meet the requirements of ‘informed consent’, but also the transition from ‘informed consent’ to an ‘empowered consent’, thereby enabling users to set their own privacy preferences. Privacy preferences can accordingly be set dynamically, context-specifically and graduated. Especially worthy of promotion are the approaches which, using a single centralised data checkpoint at one location (‘one-stop-shop’), present users with a simple and understandable way of managing their data and of changing their transfer preferences or deleting shared data simultaneously with several service providers. Such approaches are particularly suited to enabling ‘informed consent’ technically and counteracting ‘consent overload’.

The special eligibility of automated approval processes for promotion is the result not least of the fact that they have the potential to strengthen self-determination opportunities for consumers in terms of information and at the same time to meet the interests of the data processing industry and to strengthen the capacity for innovation. On the one hand users could be put in a position where they can set their privacy preferences independently. At the same time this would strengthen the economic aspects, especially for mid-sized companies, the legal security of data processing and the possibility of economical implementation of data protection regulations. In addition the granular disclosure of personal information, coupled with the ability to update data dynamically, could also increase the quality of the data (smart data).

The subject of ‘automated approval processes and consent assistants’ is still in its infancy in Germany, although these subjects have already been dealt with intensively at a European level. The awareness of such approaches is at present rather limited in Germany. The need for political and public discussion on the PIMS approaches at the national level is therefore urgent.

II. Recommendations for action

- Education campaigns and a public debate on technical approaches like PIMS for strengthening informational self-determination are urgently needed in order to sensitise potential users and users for the topic at an early stage. An international discourse between developers, regulators, relevant stakeholders, NGOs, policy makers and potential users requires intensified practical political support (coordination and participation in the discourse, provision of the organisational infrastructure, work as multipliers, etc.).

- An international platform should be set up (along the lines of MyData), on which experiences can be exchanged on a regular basis between developers, regulators and data processing companies. Independent institutions such as the Foundation for Data Protection can form a suitable interface for this.

- Public institutions such as authorities and universities would be particularly suitable as ‘early adopters’ of PIMS approaches. The implementation of the consent assistant by the public sector could increase both the acceptance and market entry opportunities, as well as serving as an example of best practice for the private sector.

- Pan-European uniform technical standards are urgently needed. To achieve the greatest possible number of users, products must include user-friendly operation, which uses pictograms and symbols to enable a minimum level of clarity and intelligibility for the consent process. In particular, European standardisation of visual consent assistants is highly desirable.